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iebarcenaspa@conacyt.mx

Abstract. Context-aware systems are ubiquitous computing systems
capable to adapt their behavior according to a dynamical changing en-
vironment. The development of reasoning and modeling techniques of
context information have resulted a challenging task due to the inher-
ent complexity of dynamical systems. In particular, modeling time and
location context information have been so far constrained in current for-
malisms for context-aware computing due to expressive and computa-
tional limitations. Due to the well-known balance of expressive power and
efficient reasoning algorithms associated to modal logics, we propose in
the current work the use of expressive modal logics as a reasoning frame-
work for context-aware pervasive systems. In particular, we describe a
consistency model for a context-aware communication system. The con-
sistency of this model is characterized in term of the satisfiability of the
µ-calculus (an expressive modal logic).

Keywords: Context-Aware Systems, Automated reasoning, Modal log-
ics.

1 Introduction

Context-aware systems are flexible and adaptable to the context of informa-
tion [6]. Due to the inherent huge amount of context variables in these systems,
developing a context-aware system tends to be a very complex task for devel-
opers. In order to help reduce complexity and improve the maintenance and
scalability in context-aware systems, it then is necessary to use modeling and
reasoning techniques.

Basic modal logic K is an extension of propositional logic with necessitation
and possibility operators [7]. Many extensions of K, such as linear temporal logic
(LTL), propositional dynamic logic (PDL), computational tree logic (CTL), de-
scription logics (DLs), etc., have been successfully used as reasoning frameworks
in a wide rage of domains, such as program analysis, knowledge representation,
databases, programming languages, etc. Due to the well-known balance of ex-
pressive power and efficient reasoning algorithms associated to modal logics [12],
we propose in the current work the use of expressive modal logics as a reasoning
framework for context-aware pervasive systems.
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1.1 Motivations and Related Works

One of the early approaches when modeling context aware systems is described
in [10]. In this paper, it is described a context-aware communication system
in terms of CML (object role modeling [9]) models. In particular, the input of
the system consists of communication preferences for a set of persons and com-
munication constraints for a set of locations. The system outputs a ranked set
of communication channels suggestions satisfying preferences and location con-
straints. However, there is no guarantee the communication system is consistent,
that is, whether communication preferences and location constraints allow any
communication at all. In the current paper, we describe a consistency checker of
the context-aware communication system. More precisely, we model the system
in terms of µ-calculus formulas, an expressive modal logic. Where if the formula
is satisfiable, then the communication system is consistent, otherwise, the system
is not consistent.

In [5], several spatial modeling approaches are described: set-based, hierar-
chical, graph-based, and hybrids. These approaches can model, with some lim-
itations, several kind of spatial queries: position, nearest neighbor and range.
One major limitation with these approaches is concerning time modeling. Since
expressive modal logics have been successfully used as reasoning frameworks in
the context of arithmetic constraints [3], which implies spatial modeling via eu-
clidean distance, we believe that these expressive logics can also be used in the
setting of spatial modeling, together with time modeling.

More recently, ontology-based modeling has gained a lot of attention in the
pervasive computing community [11, 8, 13]. Ontologies are described in terms
of the OWL(2) (Web Ontology Language) [2]. OWL(2) has been successfully
studied and developed as a reasoning framework in the knowledge representa-
tion setting [1]. Since context information can be seen as a particular kind of
knowledge, several proposed for context-aware modeling have been described,
first in terms of the first version of OWL [8, 13], then with the last version
OWL2 [11]. Although, OWL2 can model complex human activities, it still has
some limitations with respect to spatial modeling. Since OWL(2) is in principle
a Description Logic, which itself can be seen as member of the modal logic fam-
ily [4], we believe extension of OWL2 with arithmetic constraints can be used
for spatial modeling.

In Section 2, we describe the modal µ-calculus, then in Section 3, we pro-
vide a consistency model for a context-aware communication system. Finally in
Section 4, we give a brief summary of the paper and discuss further research
perspectives.

2 The µ-calculus on Trees

In this section, we introduce the µ-calculus with converse, an extension of modal
logic with and least and greatest fixed-points. Also converse modalities are in-
cluded. Formulas are interpreted over finite unranked trees.
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Before definining the set of fomulas, we consider a fixed alphabet composed
by three sets PROP , MOD and V ar, where PROP is a set of proposition,
MOD = {1, 2, 3, 4} is a set of modalities, and V ar is a set of variables.

Definition 1 (Syntax). The set of µ-calculus formulas is defined by the fol-
lowing grammar:

ϕ ::= p | X | ¬ϕ | ϕ ∨ ψ | 〈m〉ϕ | µX.ϕ

Where p is a proposition, m a modality, and X is a variable.

We assume variables can only occur bounded and in the scope of a modality.
Formulas are interpreted as node subsets in unranked trees. We then now

define tree structures in style of Kripke. A tree structure K or simply a tree is
defined as a tuple (N,R,L) where:

– N is a set of nodes;
– R is a family of binary relations Rm among nodes (N × N) forming a tree

shape, that is, R1 denotes the first child relation, R2 the following (right)
sibling, R3 the parent, and R4 the previous (left) sibling, we often write
n′ ∈ R(n,m) instead of (n, n′) ∈ Rm; and

– L is a function labeling L : N → 2PROP .

We give a formal description of formula semantics.

Definition 2 (Semantics). Consider a tree K and a valuation V : V ar → 2N .
Formulas are interpreted as follows:

JpKKV = {n | p ∈ L(n)}
J¬ϕKKV = N\JϕKKV

Jϕ ∨ ψKKV = JϕKKV ∪ JψKKV
J〈m〉ϕKKV = {n | R(n,m) ∩ JϕKKV 6= ∅}

JXKKV = V (X)
JµX.ϕKKV =

⋂
{N ′ | JϕKKV [µX.ϕ/X ] ⊆ N

′}
A formula φ is satisfiable, if and only if, there is a tree such as the interpre-

tation of φ over the tree is not empty, that is JφKKV 6= ∅. If a tree K satisfies a
formula φ, we say K is a model of φ.

Intuitively, propositions are used as labels for nodes, negation (¬) is inter-
preted as set complement, disjunctions are interpreted as set union. Modal for-
mulas 〈m〉φ hold in nodes where there is an m-adjacent node supporting φ. The
least fixed-point is intuitively interpreted as a recursion operator.

Notation: φ ∧ ϕ := ¬(¬φ ∨ ϕ), [m]φ := ¬〈m〉¬φ, νx.φ := ¬µx.¬φ[x/¬x],
> := p ∨ ¬p, and ⊥ := ¬>.

Example 1. Consider for instance the following formula: 〈1〉p2∧p1. This formula
holds in nodes named p1 with a child named p2. In Figure 1, there is a graphical
representation of tree model for 〈1〉p2 ∧ p1.

The fixed-point operator is intuitively interpreted as a recursion operator,
consider for instance µX.(p3 ∨ 〈1〉X) ∧ 〈1〉p2 ∧ p1. This formula holds in a p1
node with a descendant p3 and a child p2. The tree in Figure 1 is also a model
for µX.(p3 ∨ 〈1〉X) ∧ 〈1〉p2 ∧ p1.
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Fig. 1. Tree model for 〈1〉p2 ∧ p1 and µX.(p3 ∨ 〈1〉X)

3 Consistency of a Context-Aware Communication
System

In this section, we describe a µ-calculus characterization of a context-aware com-
munication system [10]. The input of the communication system consists of a set
of user communication preferences, a set of location communication constraints,
and a schedule describing when users are at a specific location. Communication
can be synchronous or asynchronous. For instance, let say the communication
system is composed by two users, whose communications preferences consists
of e-mail and chat, and e-mail and phone, respectively. e-mail and chat imply
asynchronous communication, and phone implies synchronous communication.

It is then easy to see that user 1 can start communication asynchronously
with user 2. However, it may be the case that according to the schedule, user 2
will be located at places where e-mail is not available. Furthermore, user 2 may
have access to e-mail but only before user 1. In this two cases, we say the com-
munication system is not consistent because constrains forbid communication.
The µ-calculus formula characterizing the system is satisfiable, if and only if,
the system is consistent.

Formally, we describe the input of the system as sets.

Definition 3 (System input).

– The set of communication channels CH = {c1, . . . , cn} is divided in asyn-
chronous and synchronous, that is, CH = AC ∪ SC and AC ∩ SC = ∅.

– The set of user preferences (restrictions) PC is composed by pairs (p, c),
Where p is a user proposition, and c is a communication channel.

– The set of communication constraints for locations PL is composed by pairs
(l, c), where l is a location proposition and c is a communication channel.

– The schedule is defined as the following set: SCH = {(p, t, l) | p is a user
proposition, t is a time proposition, l is a location proposition}.

In order to semantically define the consistency of the communication system,
we define a consistency model.

Definition 4 (System consistency model). Given a set of communication
channels CH, a set of user preferences PC, a set of location constraints PL, and
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a schedule SCH, we define the consistency model CModel(CH,PC, PL, SCH)
as a tree structure (N,R,L), as follows:

– there is one node for the root r ∈ L(n);
– one node for each time proposition ti ∈ L(nti) (i = 1, . . . , k1), which are the

children of the root, that is, R(n, 1) = nt1 , R(ntj , 2) = ntj+1 (j = 1, . . . , k1−
1);

– each time node has one child per location, that is, lj ∈ L(nli,j ) and R(nti , 1) =
nli,1 and R(nlj,s,2) = nj,s+1, where i = 1, . . . , k1, j = 1, . . . , k2 and s =
1, . . . , k2 − 1;

– each location node has one child per channel available, that is, cs ∈ L(ni,j,w),
R(nli,j , 1) = nci,j,1 and R(nci,j,w , 2) = nci,j,w+1

, where i = 1, . . . , k1, j =
1, . . . , k2, s = 1, . . . , k3 and w = 1, . . . , k3 − 1; and

– each channel node has one child per user with that channel preference, that
is, uw ∈ L(nci,j,s), R(nci,j,s , 1) = nui,j,1 and R(nui,j,z , 2) = nui,j,z , where i =
1, . . . , k1, j = 1, . . . , k2, s = 1, . . . , k3, w = 1, . . . , k4 and z = 1, . . . , k4 − 1.

Intuitively, a consistency model is tree of 5 levels: the first level is the root;
the second is composed by the time lapses considered in the schedule; the third
level contains the locations; the communication channels available at a partic-
ular location compose the fourth level; and the last level contains the users
associated to each communication channel. In Figure 2 it is depicted a graphical
representation of a consistency communication model.

In order to define the consistency of the communication system, we define the
following relations in a tree (N,R,L): a node n1 is a child of a node n2, written
child(n1, n2), if and only if, R(n1, 1) = n2 or there is a non empty sequence
R(n1, 1) = n′1, R(n′1, 2) = n′2, . . . , R(n′i, 2) = n2; a node n1 is a descendant of a
node n2, written descendant(n1, n2), if and only if, there is a non empty sequence
of nodes n′1, n

′
2, . . . , n

′
i, such that child(n1, n

′
1), child(n′1, n

′
2), . . ., child(n′i, n2);

and a node n2 is a following sibling of a node n1, written fsibling(n1, n2), if and
only if, n1 is the same than n2 or there is a (possibly empty) sequence of nodes
R(n1, 2) = n′1, . . ., R(n′i, 2) = n2.

Definition 5 (System consistency). Given a consistency model CModel, we
say user u1 can communicate with user u2, if and only if,

– (Synchronously) there is a channel node nc, such that child(nc, nu1) and
child(nc, nu2

), and there is a time node nt, such that descendant(nt, nc),
descendant(nt, nu1

) and descendant(nt, nu2
);

– (Asynchronously) there is a channel node cc, such that child(nc, nu1
) and

child(nc, nu2), and there are two time nodes nt1 and nt2 , such that
fsibling(nt1 , nt2), descendant(nt1 , nc), descendant(nt2 , nc),
descendant(nt1 , nu1

) and descendant(nt2 , nu2
).

Synchronous communication among two users occurs in the system consis-
tency model when the user nodes are children of the same communication chan-
nel node and descendants of the same time node. Asynchronous communication
relax the time restriction: the user node who starts communication must be a
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Fig. 2. Graphical representation of a consistency communication model

descendant of a time node, which is a previous sibling of the ancestor time node
of the other user node.

We now define a logic formula that it is only satisfiable in a consistency
model. To this end, we first define some notation: 〈m〉0φ := φ, 〈m〉1φ := 〈m〉φ,
〈m〉iφ := 〈m〉i−1〈m〉φ, where m is modality and i is the natural number.

We now describe a characterization of the consistency model in terms of a
µ-calculus formulas.

Definition 6 (Consistency formula). Given a system input CH, PC, PL
and SCH, and a communication type tc ∈ {syn, asyn}, syn for synchronous
and asyn for asynchronous, we define the consistency formula as follows:

N1(tc) :=〈1〉(t1 ∧N2(tc, t1) ∧
k1∧
i=2

〈2〉i−1(ti ∧N2(tc, ti)) ∧ ¬〈2〉k1>)

N2(tc, t) :=〈1〉(l1 ∧N3(tc, t, l) ∧
k2∧
i=2

〈2〉i−1(li ∧N3(tc, t, l)) ∧ ¬〈2〉k2>)

N3(tc, t, l) :=

{
¬〈1〉> h(tc, t, l) = 0)

F3(tc, t, l) h(tc, t, l) ≥ 1)

F3(tc, t, l) :=〈1〉(c1 ∧N4(tc, t, l, c1) ∧
h(tc,t,l)∧

i=2

〈2〉i−1(ci ∧N4(tc, t, l, ci))

∧ ¬〈2〉h(tc,t,l)>)

N4(tc, t, l, c) :=

{
¬〈1〉> k(tc, t, l, c, p) = 0)

F4(tc, t, l, c) h(tc, t, l, c, p) ≥ 1)

F4(tc, t, l, c) :=〈1〉(p1 ∧
k(tc,t,l,c,p)∧

i=2

〈2〉i−1pi ∧ ¬〈2〉k>)
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Where k1 is the number of time propositions in the schedule, k2 is the number
of locations, h(tc, t, l) = |{c ∈ tc | (l, c) ∈ PL}| is the number of communication
channels of type tc at a particular location l, and k(tc, t, l, c, p) = |{c ∈ tc |
(p, t, l) ∈ SCH, (p, c) ∈ PC}| is the number of users with a communication
channel c as a preference.

Lemma 1. Given a system input channels, PC, PL, SCH, the consistency
formula is satisfiable by the consistency model only, that is, [[N1(tc)]]KV 6= ∅, if
and only if, N is CModel.

We now define a characterization formula for each type of communication.

Definition 7 (Synchronous communication). The characterization formula
SC(u1, u2) corresponding to a synchronous communication from user u1 to u2
is defined as follows:

SC(u1, u2) :=

k∨
i=1

FSC(u1, u2, ci)

FSC(u1, u2, ci) :=〈1〉(µT.(〈1〉(F (u1, ci) ∧ F (u2, ci)) ∨ 〈2〉T ))

F (u, c) :=µL.(〈1〉(µC.(c ∧ 〈1〉(µP.u ∨ 〈2〉P )) ∨ 〈2〉C)) ∨ 〈2〉L)

Where k is the number of synchronous communication channels.

Definition 8 (Asynchronous communication). The characterization for-
mula AC(u1, u2) corresponding to a synchronous communication from user u1
to u2 is defined as follows:

AC(u1, u2) :=

k∨
i=1

FAC(u1, u2, ci)

FAC(u1, u2, ci) :=〈1〉(µT.(〈1〉F (u1, ci) ∧ µT ′.(〈1〉F (u2, ci) ∨ 〈2〉T ′) ∨ 〈2〉T ))

Where k is the number of asynchronous channels and F is defined in Defi-
nition 7.

Now, from Lemma 1, it follows the consistency theorem.

Theorem 1. Given an input system channels, PC, PL and SCH, user u1 can
communicate with user u2 (according with Definition 5), if and only if,

– (synchronously) N1(syn) ∧ SC(u1, u2) is satisfiable;
– (asynchronously) N1(asyn) ∧AC(u1, u2) is satisfiable.

We now describe an example of the system input. We show in two cases when
the system is consistent and inconsistent.
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Fig. 3. The inconsistent CModel A is the synchronous communication, the formula is
root ∧ N1(tc) ∧ SC(uc, uy) and the inconsistent CModel B is the asynchronous com-
munication and the formula is root ∧N1(tc) ∧ AC(uc, uy) . Where r is the root, c1 is
the mobile call, c2 is landline, c3 is the message, l1 is the office and l2 is the warehouse

Table 1. Schedule of users within the company

Schedule

User Preferences Location Time

uy mobile call and message Warehouse t1, t2 and t3
uc mobile call, landline and message Office t2 and t3

Example 2. We consider the Table 1 where user uy arrives at t1 to the warehouse
and user uc arrives at t2 to the office also this table shows user preferences and
the location where they will be. Consistent system input.

– The set of communication channels is CH = {mobile call, landline,message}.
– The set of user preferences is PC = {(uy,mobile call), (uy,message), (uc,
mobile call), (uc,message), (uc, landline)}

– The set of communication constraints for location is PL = {(Warehouse,
mobile call), (Warehouse,message), (Office,mobile call), (Office, landline),
(Office,message)}

– The shedule is the following set: SCH = {(uy, t1,Warehouse), (uy, t2,
Warehouse), (uy, t3,Warehouse), (uc, t2, Office), (uc, t3, Office)}

Inconsistent system input. Now consider where the user uy has no preferences,
we are based on the previous sets, the inconsistent system sets are as follows.

– The set of user preferences is PC = {(uc, mobile call), (uc,message),
(uc, landline)}

Example 3. We now present the CModel(CH,PC, PL, SCH).

– The tree has a root (r).
– The time nodes are three t1, t2 and t3 children of r.
– Each time node has two child nodes Office and Warehouse.
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Fig. 4. The CModel A is the synchronous communication, the formula is root∧N1(tc)∧
SC(uc, uy) and the CModel B is the asynchronous communication and the formula is
root ∧ N1(tc) ∧ AC(uc, uy) . Where r is the root, c1 is the mobile call, c2 is landline,
c3 is the message, l1 is the office and l2 is the warehouse

– Each location node has two synchronous channels (mobile call and landline)
and an asynchronous channel (message).

– Each channel node has one user (uy and uc), which are essential to the user’s
preference.

In the Figure 4 it is observed the CModel for the consistent system with
synchronous and asynchronous communication. Now in the Figure 3 is observed
the CModel for the inconsistent system with synchronous and asynchronous
communication. In this figure we observe that the user uy does not appear in
the CModel, this is because he has not preferences.

Example 4. According with Definition 6, we present N1(syn) only one example
when the system is consistent and uses a synchronous communication.

N1(tc) :=t1 ∧N2(tc, t1) ∧ 〈2〉(t2 ∧N2(tc, t2)) ∧ 〈2〉〈2〉(t3 ∧N2(tc, t3))

∧ ¬〈2〉〈2〉〈2〉>
N2(tc, t2) :=〈1〉(l1 ∧N3(tc, t2, l1) ∧ 〈2〉(l2 ∧N3(tc, t2, l2)) ∧ ¬〈2〉〈2〉>)

N3(tc, t2, l1) :=〈1〉(c1 ∧N4(tc, t2, l1, c1) ∧ 〈2〉(c2 ∧N4(tc, t2, l1, c2)) ∧ ¬〈2〉〈2〉>)

N4(tc, t2, l1, c1) :=〈1〉(uc ∧ ¬〈2〉>)

Where c1 is the mobile call, c2 is landline, l1 is the office, l2 is the warehouse
and tc is syn.

Example 5. When a user uc wishes to contact the user uy. Then, according to
Definition 7 we present an example of synchronous communication.

FSC(uc, uy, c1) :=〈1〉(µT.(〈1〉(F (uc, c1) ∧ F (uy, c1) ∨ 〈2〉T ))

SC(uc, uy) :=FSC(uc, uy, c1)
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Where c1 is mobile call. This example shows the mobile call channel. This
channel is the only in common for the two users. In this case it is possible to
communicate between the two users. In the case where the user does not have
preferences the system is inconsistent.

4 Conclusions

In this paper, we proposed the use of expressive modal logics as a reasoning
framework of context-aware systems. In particular, we described a consistency
model for a context-aware communication system [10, 6]. This model is charac-
terized in terms of the satisfiability of the modal µ-calculus.

As further research perspectives, we believe extensions of the µ-calculus, such
as inverse programs, nominals and graded modalities, can be used to model time
and location context information, a crucial expressive-computational bottleneck
when reasoning in context-aware sytems [6].
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